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Turbulent impinging jets on heated surfaces are widely used in industry to modify local heat transfer
coefficients. The addition of a porous substrate covering the surface contributes to a better flow distribu-
tion, which favors many engineering applications. Motivated by this, this work shows numerical results
for a turbulent impinging jet into a cylindrical enclosure with and without a porous layer at the bottom.
The macroscopic time-averaged equations for mass and momentum are obtained based on a concept
called double decomposition, which considers spatial deviations and temporal fluctuations of flow prop-
erties. Turbulence is handled with a macroscopic k-¢ model, which uses the same set of equations for
both the fluid layer and the porous matrix. The numerical technique employed is the control volume
method in conjunction with a boundary-fitted coordinate system. One unique computational grid is used
to compute the entire heterogeneous medium. The SIMPLE algorithm is applied to relax the system of
algebraic equations. Results indicate that the permeability of the porous layer and the height of the fluid
layer significantly affect the flow pattern. The effect of the porous layer thickness was less pronounced in

Keywords:
Turbulent flow
Porous media
Numerical methods
Impinging jet
Modeling

affecting the flow behavior in the fluid layer.
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1. Introduction

Impinging jets are flow systems where an ejector is used to cre-
ate a high-speed flow colliding against an obstacle. Near the stag-
nation point, velocity gradients tend to be high favoring localized
mass and heat transfer mechanisms. As such, these jets are widely
used in industry, mostly as devices to promote and control local-
ized heat and mass transfer rates. Common industrial applications
for impinging jets are cooling of metals in steel industry, glass tem-
pering and ventilation of electrical components. Since the majority
of applications uses air and water as the cooling fluid due to their
relatively low viscosity, flow velocity tends to be high and the
study of impinging jets in turbulent regime becomes necessary.

Most studies about turbulent impinging jets available in the lit-
erature refer to heat transfer obtained with a coolant flowing
through a clear medium (non-porous), before reaching a surface.
Two-dimensional jets in laminar regime are investigated in Law
et al. [1], who made an extensive numerical analysis of the hydro-
dynamic characteristics of a 2D jet impinging normally against a
flat plate. They found differences in the size of the recirculating
bubble depending on the length of the confining plates. Baydar
[2] experimentally evaluated the hydrodynamics characteristics
of single and double jets colliding against a plate. Chalupa et al.
[3] analyzed the mass transfer induced by a bidimensional turbu-
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lent jet and Park et al. [4] made a comparison between different
numerical methods in flow resolution for both laminar and turbu-
lent regimes.

The study of transport phenomena in porous media is relatively
new. In the last decade, a number of analyses were published in the
literature due to its great potential for innovative technological
applications. For example, thermal performance of porous media
was studied by Vafai et al. [5] evaluating the heat transfer of a hy-
brid medium. Huang and Vafai [6] investigated the heat transfer of
a flat plate covered with a porous insert. Effects of the insertion of a
porous medium in a fluid stream were evaluated by Hadim [7],
who investigated the flow of a channel both fully and partially
filled with a porous insert. In the recent years, a number of papers
have been published covering a very wide range of problems
involving flow and heat transfer in permeable media [8-17],
including flows parallel to a layer of porous material [18] and
across baffles made of permeable media [19,20].

Investigation on configurations concerning perpendicular jets
into a porous core is much needed for optimization of heat sinks
attached to solid surfaces. However, studies of porous medium un-
der impinging jets are yet very scarce in the literature. Examples of
this kind of work are in Prakash et al. [21,22], who presented an
experimental and numerical study of turbulent jets impinging on
a porous layer. Fu et al. [23] evaluated the thermal performance
of different porous media under an impinging jet. Another example
is of numerical simulations by Kim & Kuznetsov [24], who investi-
gated optimal characteristics of impinging jets into heat sinks. Re-
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Nomenclature

Latin characters

C1 Non-dimensional turbulence model constant
Cy Non-dimensional turbulence model constant
Cr Forchheimer coefficient

Ck Non-dimensional turbulence model constant
Cu Non-dimensional turbulence model constant
D Collision plate diameter

D; Jet nozzle diameter

H Clear medium height

Hc Height of main recirculating bubble

hy Porous layer height

K Permeability of the porous medium

k Turbulence kinetic energy per mass unit, k =u’-u'/2
(k1 k intrinsic average

R Radius of cylindrical chamber

Rc Radius of main recirculating bubble

/R Dimensionless radial position

w Exit flow ring length

z Axial distance from collision plate

z/[H Dimensionless axial distance from collision plate

Greek characters

& Dissipation rate of k

(&) Intrinsic average of ¢

¢ ¢ = AV{/AV, Porosity

u Dynamic viscosity

Heg Macroscopic turbulent viscosity
P Density

Ok Non-dimensional constant

o Non-dimensional constant

or Non-dimensional constant

Tw Wall shear stress, Ty = ,ug—;

Special characters

@ General variable
® Time average

¢ Time fluctuation
() Intrinsic average

cently, Saeld, N.H [25] presented computations for laminar flow of
a jet entering a porous layer. He investigated the effect of cross
flow on heat transfer characteristics.

This work uses the methodology proposed by Pedras and de Le-
mos [27,28], who developed a macroscopic two-equation model
for turbulent flow in permeable matrices. The problem of turbulent
flow parallel to a layer of porous material was later investigated by
de Lemos [29] and de Lemos and Silva [30]. Recently, in an accom-
panying paper [31], laminar normally imping jets onto a flat layer
of porous medium were studied, aiming at contributing to the
understanding of flow structure in that configuration. Such flow
cases, concerning perpendicular turbulent jets into a porous core,
are much needed for optimization of heat sinks attached to solid
surfaces. To this end, this contribution extends the work in [31],
considering now turbulent flow regime simulated with the macro-
scopic k-¢ model of [27,28].

2. Geometry and physical system

The problem considered is schematically presented in Fig. 1a,
which shows the same geometry used by Prakash et al. [21,22].
The reason for choosing the same geometry as in the pioneering
work of [21,22] was to be able to validate the computations here-
in with the experimental data provided by them. As shown in the
figure, a fluid jet enters a cylindrical chamber through an aperture
in an upper disk. An annular clearance between the cylinder lat-
eral wall and the disc allows fluid to flow out of the enclosure.
The incoming jet diameter, D;, is 0.019 m and the inner cylinder
diameter, D, is 0.39 m. The clearance between the cylinder and
the disc holding the jet has a width, w, equal to 0.005 m. At the
bottom of the chamber, a layer of porous material covers the sur-
face and is hit by the incoming jet. Three different heights of fluid
column above the porous substrate, H, namely 0.05 m, 0.1 m and
0.15 m, were used in the simulations. Two thicknesses of the por-
ous layer, h;,, were considered, namely 0.05m and 0.1 m. The aver-
age velocity of the incoming jet was 1.6 m/s representing a
Reynolds number of 30,000, which was based on the jet exit
diameter. Different velocities were also used when evaluating
the influence of Reynolds number on the main flow. The two other
values 1.0 and 2.5 m/s corresponded to Re=18,900 and 47,000,
respectively. Turbulent results for streamfunction, velocity and

turbulence kinetic energy profiles are compared here with those
from Prakash et al. [21,22].

3. Mathematical model

Before continuing, a word about the class of turbulence model
applied here seems timely. The mathematical framework for treat-
ing turbulent flow in porous media, used in this work, is based on a
macroscopic version of the standard k-¢ model of Jones and Laun-
der (1972) [26]. It is well known in the literature, for nearly two
decades, the shortcomings and limitations of the k-¢ in predicting
separation over curved surfaces, size of recirculation bubbles in
sudden expansions/contractions and in flows subjected to strong
normal strains, as in impinging jets onto solid surfaces. All of these
examples, however, refer to free flows with no porous body
embedded into the domain of calculation. Accordingly, the objec-
tive here was twofold. First, to simulate the flow in Fig. 1 with
one unique set of equations, valid for both the porous substrate
and the fluid layer. Secondly, to use a mathematical framework
that has the characteristics of easy of programming in existing
codes and the desirable advantages of numerical robustness and
stability, which is obtained via the diffusion-like stress-strain rela-
tion inherent to the k-¢ model. For these reasons, the two-equation
model of [26], which was extended to hybrid media (free/porous
regions) by [27], is used here. Also, further justification for using
the k-¢ level of closure in the flow of Fig. 1 is presented in Prakash
et al. [21].

As mentioned, the mathematical model here used takes into ac-
count a systematic development presented in a series of papers al-
ready available in the open literature [27-30], where all equations
and their mathematical derivations can be found. Therefore, these
equations will be just reproduced here and details about their der-
ivations can be obtained in the mentioned papers. In addition, the
development in [27-30], has been extended to non-buoyant heat
transfer under local thermal equilibrium [32,33], buoyant flows
[34-41], mass transfer [42] and double diffusion [43], including
applications to channel with porous inserts [44] and moving por-
ous beds [45,46]. In that development, it was assumed that the
porous matrix was homogeneous, rigid, steady and saturated by
an incompressible fluid. Also, all physical properties were kept
constant.
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Fig. 1. Geometry: (a) confined jet impinging against a porous layer, (b) cross section
view and nomenclature.

3.1. Macroscopic continuity equation

The macroscopic continuity equation can be written as
V-ap=0 (1)
where up is the average surface velocity (also known as Darcy
velocity). In Eq. (1) the Dupuit-Forchheimer relationship,
up = d)(ﬁ)i. has been used, where ¢ is the porous medium porosity
and (a)' identifies the intrinsic average of fluid velocity @ (Gray and
Lee (1977) [47].

3.2. Macroscopic momentum and turbulence equations

The macroscopic momentum equation is given by,

ou upu i _ — i
o3 (5] s(um) v ()

at o
_ {%ﬁn " CF¢/1‘/‘]%D|“D} 2)

where —qu(W)i is the macroscopic Reynolds Stress Tensor, given
by:

—pp@w)' = 1, 20)" - 2 gp il 3)
where
0)" = 2 [V + V(@) (4)

is the macroscopic deformation rate, (k') is the intrinsic turbulent
kinetic energy per mass unit and He, is the macroscopic turbulent
viscosity, defined as:

(k) s
(&) )

where ¢, is a constant. In order to calculate y , information on
(' = @ -w)'/2 and (&) = WV : (Vw)")!/p distributions are
needed. These quantities are obtained from transport equations,
which read,

p[G (o) + - (wok)] = ¥ {1+ ) w )

He, = PCyu

— p<W>l |
Vi CkP%wMi (6)
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where ¢y, 0y, ¢; andc, constants.
Further, constants of the standard k-¢ turbulence model in Egs.
(5)-(7), according to Launder & Spalding (1974) [51] are given by:

€, =0.09,c; = 1.44,c, = 192,06, = 1.0,0, = 1.33

4. Boundary and interface conditions

At the jet exit, a fully developed profile for velocity, k and ¢ was
imposed. At the flow outlet through the clearance of width w, a
zero diffusion flux condition was set. On the walls, a non-slip con-
dition was applied and at the centerline of the cylinder, the sym-
metry condition was used.

At the interface between the porous layer and the clear region
the macroscopic velocity, intrinsic pressure, turbulence kinetic en-
ergy and its dissipation rate, as well as their respective diffusive
fluxes, were assumed to be continuous functions so that,

l71D|0<¢<1 = ﬁD|¢:1 (8)

<ﬁ>l 0<g<1 - <Ij>l ¢=1 (9)

<k>V}0<(/)<1 = <k>v‘(/z:1 (10)

&) a(ky” _ ( &) a(k)” 11

('u * Ok) W loepa G Ok) O |4 an

<8>V|0<¢<1 = <£>V|¢:l (12)
,Ut,/)) ae)’ < ,ut) oe)”

4+ ) —-— = 4+ — | — 13

<,LL O Y lo<p< . O¢) U s 13

5. Numerical details

Due to the symmetry condition at the cylinder center (see
Fig. 1b), the computational domain adopted covered only half of
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the vertical cylinder cross section. Equations were solved for
axi-symmetric flow and, as such, no flow asymmetries were con-
sidered. Further, simulations were carried out using only a High
Reynolds number turbulence model, which considers wall-func-
tions for representing the flow in the proximity of the wall instead
of computing the velocity field through the buffer and laminar
sub-layers (Launder & Spalding (1974) [51]).

The method utilized to numerically solve the flow equations
was the finite volume method applied to a boundary-fitted coordi-
nate system. Equations were discretized in a two-dimensional
control volume involving both the clear and the porous medium.
For solving the algebraic equation set, the SIMPLE algorithm was
used (Patankar (1980) [48]) and normalized residues for the
transport equations were brought down to 107%. The interface
was positioned to coincide with the border between two adjacent
control volumes, generated in such a way that volumes are either
“totally porous” or “totally clear”. Details of the numerical
implementation can be found in de Lemos and Silva (2006) [30].

Grid independence studies were conducted using meshes with
50 x 50, 100 x 100 and 200 x 200 computational nodes, which
were distributed non-uniformly in the flow domain. Mesh inde-
pendence tests were carried out utilizing the friction factor at the
walls as the evaluation parameter. No significant deviation
(differences of less than 1%) could be detected comparing the
100 x 100 and the 200 x 200 grids. As such, all simulations herein
adopted the 100 x 100 mesh.

6. Results and discussion

First, for code validation, initial simulations were conducted in
the clear chamber of height H, where free flow occurs (Fig. 1b). This
first set of simulations considers that a solid wall is located at
depth H and no porous layer is positioned at the bottom of the
chamber. Therefore, streamlines, velocity profiles and turbulence
kinetic energy contours for an empty enclosure are presented prior
to showing computations considering the porous layer in Fig. 1a.
Also, for convenience in presenting results, all figures below, which
contain streamline patterns, are plotted with the symmetry axis
aligned with the horizontal direction, with the jet coming at the
lower left corner of the figures.

Also, it is important to emphasize the main differences of the
work herein and that presented by Prakash et al. [21]. Here, the
turbulence model used is composed by only one set of equations
and is applied without any distinction within the fluid layer and
the porous material. These equations are (1), (2), (6) and (7). In

Prakash et al (2001 [21], the model of Antohe and Lage (1997)
[49] was applied, which is based on a volume-time sequence of
integration of local instantaneous equations. In addition, more
than one set of equations were used in [21], with different combi-
nations of distinct terms in their modeled k-equation. Besides, a
closure where the flow was assumed laminar within the porous
matrix was also considered in [21]. Here, only one model is em-
ployed to handle turbulence, regardless if the computation node
lies in the free flow region or in the porous matrix.

Further, the mathematical closure here employed follows the
work of Pedras and de Lemos (2001) [27], which used the reversed
order of integration (time-volume sequence) for obtaining the set
of transport equations. The relationship between these two models
is explained by a new concept named double-decomposition. The
interested reader is referred to de Lemos (2005) [50] where more
information on such concept can be found.

Therefore, besides the use of a different numerical technique,
with one single computation grid for the entire computational do-
main, the work herein makes use of a model that needs no adjust-
ments if it is applied in free flow regions (fluid layer) or in the
porous substrate. Having the distinction between such two ap-
proaches been clarified, the sections below present simulations
for a clear chamber and for the case where a porous material is
positioned at the bottom of the cylinder shown in Fig. 1.

7. Clear chamber
7.1. Mean flow

Fig. 2 shows a comparison of the numerically simulated stream-
functions with experimental flow visualizations and CFD results
from Prakash et al. [21] for H = 0.15 m. For this case, the entire half
plane of the cylinder is filled with one large recirculation cell. A
small secondary recirculation bubble can be seem in the top-right
corner of the picture, but with negligible dimensions compared to
the main one. Simulations seem to be close to literature results,
with main flow streamlines following very closely the pattern gi-
ven by the LDV experiments. Also, the flow in the core region
and close to the walls agrees well with available CFD results, indi-
cating that simulations herein may well represent actual flow
behavior within the entire chamber.

The effect of the fluid layer height, H, given in Fig. 3 shows the
streamfunctions for H = 0.15, 0.10 and 0.05 m. By decreasing the li-
quid height, main flow behavior remains the same, with a central
dominant recirculation. The peripheral recirculations get smaller

Fig. 2. Comparison of streamfunctions for Re = 3000, H = 0.15 m: (a) CFD Results - Prakash et al. (2001), (b) present results, (c) LDV Measurements - Prakash et al. (2001).
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Fig. 3. Effect of fluid layer height on streamlines for Re = 30,000. (a) H=0.15m, (b) H=0.10 m, (c) H=0.05 m.
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Fig. 4. Radial position of center recirculation as a function of fluid layer height, H.

with the decrease in H. For H = 0.1 m, a recirculation appears close
to the jet exit-, and both secondary recirculations close to the cyl-
inder wall are reduced compared to the case with H = 0.15 m. With
a further decrease in H, the main recirculation becomes elongated
and the peripheral ones nearly vanish.

Fig. 4 shows the horizontal position of the main recirculation for
different liquid heights. The R./R axis represents the normalized
radial position of the recirculation, where R is the radius of the
cylindrical chamber. From the picture, it can be seen that the
center of the recirculation moves closer to the cylinder wall as H
decreases. Present computations seem to follow the trends in both
measurement and visualization results, i.e., reduction of R. as H
increases. Fig. 5 gives the influence of Reynolds number on the
main flow pattern. It can be seen that a change in Re does not have
a significant effect on the main flow pattern. The most noticeable
change is a secondary recirculation developing close to the jet exit

(lower left corner). With an increase in Reynolds number, such
recirculation tends to get smaller up to Re = 30,000. Past this value,
the effect of Reynolds number on the flow pattern seems to be
small.

Fig. 6 shows the axial velocity profiles for fluid heights equal to
0.15, 0.1 and 0.05 m. In this figure, the profiles have been plotted
for six different axial locations covering the entire cylindrical
chamber. It can be seen that close to the jet centerline and near
the surface at the bottom, results seem to fall in between numeri-
cal and experimental data available in the literature. At higher ax-
ial distance, present simulations align with CFD predictions in the
literature, but both overpredict the axial velocity at the centerline.
According to Prakash et al. [22], experimental conditions at inlet
did not correspond to fully developed flow, whereas numerical
simulations here reported assumed such condition. In general, sim-
ulations fail to predict the reduction in the centerline velocity as
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Fig. 5. Effect of Reynolds number on streamfunctions for H=0.10 m: (a) Re = 18900, (b) Re = 30,000, (c¢) Re = 47,000.
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Fig. 6. Axial velocity profiles for cases without foam: (a) H=0.15m, (b) H=0.10 m, (c¢) H=0.05 m.

the bottom surface approaches. However, elsewhere in the cham-
ber the main features of the flow were reproduced.

Radial velocity profiles for the three fluid layers investigated are
presented in Fig. 7. For H=0.15 m, results follow reasonably well
experimental data for z/H > 0.5, but underpredicts measured veloc-
ities as one gets closer to the plate at the bottom. The same trend is
observed in the reported CFD predictions. For H=0.10 m and r/R
less than 0.1, computations reproduce the experimental data rea-

sonably well, but in the range 0.1 <r/R< 0.6 and for lower values
of z/H, simulations herein fall above experimental values for veloc-
ities. At H=0.05 m, the present curves seem to closely follow the
experimental data trend for higher values of z/H. As the flow moves
away from the symmetry axis and further down from the jet exit,
the quality of predictions seems to deteriorate. Nevertheless, the
main features of the flow were captured by the simulations re-
ported here.
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Fig. 8. Turbulence kinetic energy profiles for cases without foam: (a) H=0.15m, (b) H=0.10m, (c) H=0.05 m.

7.2. Turbulent field

Fig. 8 shows the turbulence kinetic energy profiles for the
same conditions as above. For all fluid layer heights, results
reproduce very closely experimental data, including the peak
value of k near the symmetry axis, which is caused by the strong
shear layer formed around the incoming jet. Close to the impinge-
ment plate, a second elevation in turbulence kinetic energy
appears. This second maximum is attributed to a laminar-turbu-

lent boundary layer transition in the wall jet region, as defined
in Incropera and DeWitt (1990) [52]. That is, the flow decelerates
when coming close to the wall, turbulence is damped and the
laminar regime prevails in the stagnation region. Afterwards,
the flow turns and accelerates along the wall. Overall, simulations
herein seem to reproduce basic aspects of the flow pattern, pro-
viding the necessary code validation prior to presenting next set
of simulations, which include a layer of porous material at the
bottom of the chamber.
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Before leaving this section, it is important to emphasize that
both the present work and simulations by Prakash et al. [21] used
turbulence models of the same level (two-equation closure) and
that both sets of results reproduced the main features of the exper-
imental data. As already mentioned, in [21] arguments were pre-
sented for justifying the use of a k—¢ model for this configuration,
in spite of the well-established shortcomings of such model. In this
work, the same view expressed in Prakash et al. [21] is shared by
the authors.

Table 1
Porous medium properties for simulated foams (taken form Prakash et al. (2001a and
b) [21,22])

Foam G10 G30 G45 G60

® 0.971 0.9755 0.978 0.976
K (m?) 2.84E-7 6.95E-8 1.6E-8 1.2E-8
c(m) 0.1227 0.1218 0.1232 0.1161

8. Porous medium

As mentioned, two different thicknesses h, were considered for
the porous layer at the bottom of the cylinder, namely h,=0.10
and 0.05 m. Porous medium properties are given in Table 1, where
the values are the same as those for metallic porous foams used by
Prakash et al. [21,22]. All porosities considered are nearly equal
and close to unity, so that the changes on the porous material
effectively represent a change in its permeability. Material G10 is
the most permeable. According to the nomenclature used in Prak-
ash et al. [21,22], the label for the metallic foams is associated with
its number of pores per inch, ppi. Thus, material G10 had 10 pores
per inch.

8.1. Mean flow

Fig. 9 shows a comparison of the numerically simulated stream-
functions with experimental flow visualizations and CFD data from
Prakash et al. [21,22] for H=0.10m, h, =0.05 m and Re = 30,000
for the porous foam G10. From the picture, the presence of two
large recirculationg zones dominating the entire flow can be seen,

Porous Foam G10

Fig. 9. Comparison of streamfunction pattern for H=0.10m, h, =0.05 m and porous foam G10: (a) CFD Results - Prakash et al. (2001), (b) Present Results, (c) LDV

Measurements — Prakash et al. (2001).

Fig. 10. Effect of the fluid layer height on stream function for h, = 0.05 m, Re = 30,000 and porous foam G10: (a) H=0.15m, (b) H=0.10m, (c) H=0.05 m.
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Fig. 11. Effect of porous layer thickness on streamfunction for H=0.10m,
Re =30,000 and porous foam G10: (a) h, =0.05 m, (b) h, =0.10 m.

a feature substantially different from the single recirculation
shown before (Fig. 2). For comparisons, the recirculating bubble
closer to cylinder centerline will be called primary whereas the
one near the cylinder wall will be named secondary recirculation.
For the present case, both primary and secondary recirculations

seem to be slightly larger than those from flow visualizations with
LDV, but in general, results seem to be in good agreement with
experimental data. The streamlines inside the porous medium can-
not be seen by flow visualization methods due to the opaque char-
acteristic of the porous material. They however can be predicted
from the flow behavior in the fluid layer above the foam.

The effect of the height of the fluid layer is shown next in
Fig. 10, showing the streamfunction behavior for H=0.15, 0.10
and 0.05m. For H=0.15m, the primary recirculation is much
stronger than the secondary one, indicating a smaller effect of
the porous layer on the flow structure in the free flow region. Un-
der such conditions, the flow behavior tends to be similar to that
obtained in a cylinder without the porous layer. This happens
due to the spread of the jet before colliding into the porous foam.
With a decrease in H, the primary recirculation tends to decrease in
size as the secondary one grows, so that for H=0.10 m both bub-
bles have almost the same dimensions, filling almost completely
the fluid layer and compressing the streamlines between both
recirculations. For H = 0.05 m, both recirculations decrease in size,
moving their centers apart, towards the cylinder centerline (pri-
mary) and in the direction of the cylinder wall (secondary). Stream-
lines between both recirculations are distributed rather regularly,
with the flow nearly perpendicular to the interface as fluid leaves
the porous foam to the fluid layer, a different behavior from that
occurring for higher values of H.

The effect of the porous layer thickness, hy, is presented in
Fig. 11 while maintaining the same fluid layer height, H. From
the picture, it can be inferred that the thickness of the porous foam
has less influence on the main flow behavior in comparison with

Fig. 12. Effect of porous medium material on streamfunction for H=0.15 m, h, = 0.05 m (see properties in Table 1): (a) G10, (b) G30, (c) G45, (d) G60.
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the effect caused by varying H (see Fig. 10) With an increase in
hp, the primary recirculation shows only a small increase in size
while the secondary one decreases a little. No other significant
effect can be detected.

The effect of the porous layer material, effectively representing
a change in its permeability, is shown in Fig. 12. For the porous
foam G10 (highest permeability), a secondary recirculation devel-
ops with considerable size close to the cylinder wall. For the other
foams G30, G45 and G60, this recirculation decreases due to the
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reduction of the porous layer permeability, so that the porous layer
tends to act as a solid obstacle being hit by a jet, as in the previous
cases presented in Figs. 2, 3, and 5.

Fig. 13 shows radial and axial position of central recirculation
(close to the symmetry axis) for porous foam G10 with
h,=0.05m. From the pictures, a pattern can be distinguished,
where the radial position (Fig. 13a) of the recirculation tends to
move in the direction of the cylinder wall for an increase in.
Although the results are reasonably good for smaller values of,
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Fig. 16. Turbulence kinetic energy profiles for h,= 0.05 m on porous foam G10: (a) H=0.15m, (b) H=0.10 m, (c) H=0.05 m.
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simulation behavior for the higher values of H does not satisfacto-
rily represent the central recirculation position along the radial
axis. For the axial position (Fig. 13b), another pattern can be no-
ticed. While the LDV measurements indicates a movement of the
circulation center in the direction to the collision plate, as H in-
creases, simulations show movement in the opposite direction.
Experimental measurements and present results shows a very
good agreement for H=0.1m, but rather poor agreement for
H=0.05m and H=0.15 m. This could be due to mesh sensitivity,
with the mesh for H = 0.1 m representing an optimal grid point dis-
tribution for that specific case. In fact, optimal grid distribution
was investigated only for the case H=0.1 m whereas for H=0.05
and H = 0.15 the same grid layout was applied.

Results for the axial velocity profiles are shown in Fig. 14, for
porous foam G10 and h,=0.05m and Re =30,000. For all three
fluid layers, it can be seen that both numerical simulations seems
to slightly overpredict the actual flow behavior close to the jet cen-
terline. For H = 0.15 m, numerical predictions are closer to experi-

mental data in comparisons with H=0.10 and 0.05 m. The general
over prediction of the velocities profiles might be due to the fact
that, in the experiments, the flow at the jet exit was not fully devel-
oped, a condition which was assumed in the simulations here re-
ported. Fig. 15 presents the radial profiles for the same
parameters as in the previous figure. For higher values of z/H, sim-
ulations seem to present difficulties in following experimental
data, even though, close to the interface region, the flow behavior
is reasonably well predicted, particularly for H=0.10 m. For the
second hump along radial profiles, while numerical simulations
by Prakash et al. [21,22] under predict experimental values, simu-
lations herein over predicts them by a small amount.

8.2. Turbulent field
Turbulence kinetic energy profiles are shown in Fig. 16. As in

the case of clear medium (Fig. 8), results give a good prediction
for the profiles, following closely the peak value of turbulent en-

H =0.05m
a

H =0.10m
c d
e H=0.15m f

Fig. 17. Comparison of turbulence kinetic energy contours for h, = 0.05 m on porous foam G10: Left: (a, ¢, d) Present Results, Right: (b, d, e) CFD simulations - Prakash et al.
(2001) where: Dashed Lines - Darcy term only, Solid lines — Darcy & Forchheimer terms.
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ergy close to the cylinder central axis. Finally, Fig. 17 shows turbu-
lent kinetic energy contours for hy = 0.05 m, porous foam G10 and
Re = 30,000. From the picture, it can be seen that turbulence pene-
trates into the porous medium, as can be noticed by the contour
lines that goes inside the porous bed. As the jet penetrates the
foam, calculated turbulence intensities with this model seem to
be lower than those by Prakash et al. [21,22], who used only the
Darcy term (dashed lines in Fig. 17b-d-f). However, calculated lev-
els of turbulence herein are higher than those computed by the
same authors using both the Darcy and Forchheimer terms (solid
lines). This second set of results by Prakash et al. [21,22] indicates
that turbulence is damped almost completely at the interface. At
the fluid layer, results are in agreement with published data.

9. Conclusions

Numerical simulations were carried out for the flow field
formed by a jet crossing a fluid layer and impinging onto a surface
covered with a porous material. Turbulence was handled with a
macroscopic k-¢ model, which uses the same set of equations for
both the fluid layer and the porous matrix. The numerical tech-
nique employed is the control volume method in conjunction with
a boundary-fitted coordinate system. One unique computational
grid was used to compute the entire heterogeneous medium. Ef-
fects of porous material type, fluid layer height, porous layer thick-
ness and Reynolds number on the flow pattern were presented.
Since the porosity for all foams simulated was very close do unity,
changes in the foam material were representative of changes in
their permeability. It was observed that the permeability of the
porous layer and the height of the fluid layer significantly affect
the flow pattern. The effect of the porous layer thickness was less
pronounced. Further, the influence of the Reynolds number on the
flow behavior was small. Finally, comparisons with available data
in the literature seem to indicate that the turbulence model ap-
plied here described the turbulence phenomena inside the porous
medium with similar degree of accuracy of that of articles pub-
lished in the open literature.
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